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For v,, the vector from the centroid to a point p on the segment contour, it holds
vp = sx — p. The angle ¢ of a contour point p around sx is Z(v,, e) with the unit vector
e=(10)7, and thus it holds v, -e = |v,| - |e| - cos(¢@,). All selected pixels p are stored
in the pixel set B (Fig. 4) and the distance r of each pixel to the centroid sx is stored
in the polar distance histogram vector MPD (maximum polar distance) with a constant
number of elements for each segment.
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Figure 4: B with a = %. Figure 5: Contour signature. Figure 6: Ray distance.
Contour Signature. In the xptl4n yptltn p— (§q> Vn,q 1q¢ X,n €N (fix)
contour signature histogram Vvcv = Z o _
vector, MCD (maximum contour Xg=xp—1-n yg=yp—1-n (0) otherwise
distance), the distance dy, of (2)

each pixel in B to the corresponding opposite pixel in A is stored. In this case, the
straight line between the two pixels has to have a 90° angle to the tangent through the
actual pixel in B (cf. Fig. 5). The direction vector voy to the corresponding opposite
pixel is approximated by the 24-neighborhood of the actual pixel p (Eqg. 2, with n = 1
for the 24-neighborhood). This means, we consider a square of 5 x 5 pixels with p as
midpoint. The corresponding opposite pixel a € A is the pixel with greatest distance to
p on vey. MCD has the same cardinality as MPD.

Ray Distance. Inthe ray distance histogram, the distance dc, of each Pixel in B to the
corresponding pixel in A is stored as in Fig. 6. Here, the centroid sx is on the straight line
between the two pixels and the result is a distance histogram vector MCCD (maximum
center contour distance) with the same cardinality as MPD.

Feature Vector Normalization. In most

cases, the distance histograms have dif- ==
ferent values even for the same segment, o
when this is rotated or resized (Fig. 7). To

get a normalized segment feature vector, ™" B polar distance, heart shape
each distance histogram has to be normal- =« « polar distance, heart shape, small
ized. At first, the rotation is normalized by 7 Fotated 45 degree P Smal
smoothing the feature vector with a Gaus-

sian filter and shifting the distance values Figure 7: Polar distances of three heart
of the vector, so that the angle with the shapes.

maximum value and the maximum angle difference to the next angle with the maximum
value is the first element in the feature vector (Fig. 8). In a second step, the values itself
are normalized to [0.0,1.0], by dividing all distance values by the respective maximum
distance value (Fig. 9). After the normalization, all three distance vectors are joined to
the new feature vector V of the segment which is invariant against translation, rotation
and resizing.

ooooooooooooo

Clustering. In order to reduce the number of feature vectors, a clustering algorithm
is used to build a cluster model [3, 7]. Each resulting cluster represents a set of similar
feature vectors, identified by its respective centroid. Fig. 10 (upper half) shows the cen-
troid of one cluster of histograms for the three methods and their polar representations
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